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QUESTION 1

Code model.fit(mnist.train.inmage,mnist.train.labels.epochs=5)in of epochs Parameter representative? 

A. The entire training set will be trained 5 Times 

B. The entire test set will be tested 5 Times 

C. The entire training set will be divided into 6 Share D. The entire training set will be divided into 5 Share 

Correct Answer: A 

 

QUESTION 2

The determinant of square matrix A is a scalar. 

A. True 

B. False 

Correct Answer: A 

 

QUESTION 3

Principal Component Analysis (PCA) is a statistical method. A set of variables that may be related to each other is
transformed into a set of linearly related variables by orthogonal transformation The converted set of variables is called
the principal component 

A. True 

B. False 

Correct Answer: B 

 

QUESTION 4

Global gradient descent algorithm, stochastic gradient descent algorithm and batch gradient descent algorithm are all
gradient descent algorithms. The following is wrong about its advantages and disadvantages. 

A. The global gradient algorithm can find the minimum value of the loss function 

B. Batch gradient algorithm can solve the local minimum problem 

C. Stochastic gradient algorithm can find the minimum value of the loss function 

D. The convergence process of the global gradient algorithm is time-consuming 

Correct Answer: C 
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QUESTION 5

In the deep learning network, the backpropagation algorithm is used to find the optimal parameters. What rules are used
in the backpropagation algorithm to obtain the derivation layer by layer? 

A. Chain rule 

B. Cumulative rule 

C. Law of reciprocity 

D. Rule of Normalization 

Correct Answer: A 
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